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# Nomenclature

A AI (Artificial Intelligence)

B IPCA (Instituto Politécnico do Cávado e do Ave)

C ML (Machine Learning)

D OW (Orange Workflow)

E ANN (Artificial Neural Network)

**Contextualization**

Our project is about the Titanic disaster, for better context we need to understand what happened.

The Titanic disaster of 1912 remains one of the most famous shipwrecks in history, claiming the lives of over 1,500 passengers and crew. In this report, we will be using the Orange Workflow to study a dataset about the Titanic survivors, with the goal of understanding the factors that may have influenced their chances of survival.

OW is a data visualization and analysis tool that allows users to work with various data types, including tabular data. By using Orange, we can easily load, visualize, and analyse the Titanic dataset, which includes information such as passenger demographics, ticket class, and cabin number.

The first step in our analysis will be to load the Titanic dataset into Orange and explore the data to get a general understanding of the distribution of variables and the relationships between them. Next, we will use Orange's data pre-processing tools to clean and prepare the data for analysis. Once the data has been prepared, we will use Orange's Machine Learning capabilities to train and evaluate models that predict the chances of survival based on the numerous factors in the dataset. This will allow us to identify which factors had the greatest impact on survival and understand how they interacted with each other.

Finally, we will use Orange's visualization tools to present the results of our analysis in an easily interpretable way. The results of this analysis can be used to gain insight into the factors that influenced the survival of passengers on the Titanic and can help inform future research on the topic.

Overall, this report demonstrates the power of Orange to analyse large datasets quickly and easily, providing valuable insights into complex problems. In this particular case, we used the Orange workflow to study a dataset about the Titanic survivors, and understand how different factors such as age, gender, and class, among others, affected their chances of survival.

**Art Study**

Machine learning is a branch of artificial intelligence that involves training algorithms to automatically learn from data and make predictions. The Orange Workflow, which is a popular data visualization and analysis tool, provides an easy-to-use interface for working with machine learning algorithms, including loading and preprocessing data, training models, and visualizing results.

When applied to the Titanic disaster, machine learning and the Orange Workflow can be used to analyze historical data and identify patterns that may have contributed to the disaster.

By using Machine Learning algorithms to predict the chances of survival based on factors such as passenger demographics and ticket class, we can gain insight into how these factors influenced the outcome of the disaster. This can help us identify the most important factors that contributed to the high death toll and inform future research on the topic.

One of the main advantages of using machine learning and the OW is that it allows us to analyze large amounts of data quickly and easily. This can help us identify patterns and relationships that might otherwise be difficult to spot, providing valuable insights that can help inform decision-making and prevent similar disasters from happening in the future.

**Machine Learning Types**

*Supervised learning*

In supervised learning, the machine is taught by example. The operator provides the machine learning algorithm with a known dataset that includes desired inputs and outputs, and the algorithm must find a method to determine how to arrive at those inputs and outputs. While the operator knows the correct answers to the problem, the algorithm identifies patterns in data, learns from observations and makes predictions. The algorithm makes predictions and is corrected by the operator – and this process continues until the algorithm achieves a high level of accuracy/performance.

Under the umbrella of supervised learning fall: Classification and Regression.

1. **Classification:** In classification tasks, the machine learning program must draw a conclusion from observed values and determine to

what category new observations belong. For example, when filtering emails as ‘spam’ or ‘not spam’, the program must look at existing observational data and filter the emails accordingly.

1. **Regression:** In regression tasks, the machine learning program must estimate – and understand – the relationships among variables. Regression analysis focuses on one dependent variable and a series of other changing variables – making it particularly useful for prediction and forecasting.

*Reinforcement learning*

Reinforcement learning focuses on regimented learning processes, where a machine learning algorithm is provided with a set of actions, parameters, and end values. By defining the rules, the machine learning algorithm then tries to explore different options and possibilities, monitoring and evaluating each result to determine which one is optimal. Reinforcement learning teaches the machine trial and error. It learns from past experiences and begins to adapt its approach in response to the situation to achieve the best possible result.

*For this project we used the following ML types:*

* Artificial Neural Networks (Reinforcement Learning)

An Artificial Neural Network (ANN) comprises ‘units’ arranged in a series of layers, each of which connects to layers on either side. ANNs are inspired by biological systems, such as the brain, and how they process information. ANNs are essentially many interconnected processing elements, working in unison to solve specific problems.

ANNs also learn by example and through experience, and they are extremely useful for modelling non-linear relationships in high-dimensional data or where the relationship amongst the input variables is difficult to understand.

* Logistic Regression (Supervised learning – Classification)

Logistic Regression focuses on estimating the probability of an event occurring based on the previous data provided. It is used to cover a binary dependent variable, that is where only two values, 0 and 1, represent outcomes.

* Decision Trees (Supervised Learning – Classification/Regression)

A Decision Tree is a flow-chart-like tree structure that uses a branching method to illustrate every possible outcome of a decision. Each node within the tree represents a test on a specific variable – and each branch is the outcome of that test.

* Naïve Bayes Classifier Algorithm (Supervised Learning - Classification)

The Naïve Bayes Classifier is based on Bayes’ theorem and classifies every value as independent of any other value. It allows us to predict a class/category, based on a given set of features, using probability.

* Random Forests (Supervised Learning – Classification/Regression)  
  Random Forests or ‘Random Decision Forests’ is an ensemble learning method, combining multiple algorithms to generate better results for classification, regression and other tasks. Each individual classifier is weak, but when combined with others, can produce excellent results. The algorithm starts with a ‘decision tree’ (a tree-like graph or model of decisions) and an input is entered at the top. It then travels down the tree, with data being segmented into smaller and smaller sets, based on specific variables.

**Problem Solving**

To solve a Titanic Survivor Prediction problem using Orange Workflow, we had to load the Titanic dataset into Orange. This was done by using the File widget to import the data from a TAB file.

To accomplish this, we adapted the dataset, halving the passenger number to 1,146 passengers, including their demographics and ticket class. We then used Orange Workflow to load, visualize, and preprocess the data, before applying several machine learning algorithms, including Neural Networks, Logistic Regression, Decision Trees, Naive Bayes, and Random Forests. These algorithms were used to predict the survival rates of passengers based on the different factors in the dataset.

The network was trained to learn the relationships between these factors and the chances of survival for each passenger. Once the network was trained, it was used to make predictions on the survival rates of the passengers in the dataset, based on the factors it had learned.

Neural Networks are particularly useful in this case because they are able to learn and adapt to complex, non-linear relationships between the input and output data. They are also able to handle large amounts of data, which is necessary when working with a dataset of 1,146 passengers. Additionally, Neural Networks can be used to make predictions on unseen data, which could be useful in real-world scenarios, such as predicting the survival rates of passengers on a similar ship in the future.

The Logistic Regression Algorithm was trained using the Titanic dataset, which includes information on the demographics, ticket class, and cabin number of the 1,146 passengers on board. The algorithm was trained to learn the relationships between these factors and the chances of survival for each passenger. Once the algorithm was trained, it was used to make predictions on the survival rates of the passengers in the dataset, based on the factors it had learned.

Logistic regression is particularly useful in this case because it is simple to implement, easy to interpret and can handle categorical and numerical independent variables. Additionally, it is a widely used algorithm in many fields such as medical research, social sciences, and marketing.

The Decision Tree Algorithm was trained using the Titanic dataset, which includes information on the demographics, ticket class, and cabin number of the 1,146 passengers on board. The algorithm was trained to learn the relationships between these factors and the chances of survival for each passenger. Once the algorithm was trained, it was used to make predictions on the survival rates of the passengers in the dataset, based on the factors it had learned. Decision Trees are particularly useful in this case because they are easy to understand and interpret, as the final predictions can be traced back to the original input features that led to that prediction. They also handle both categorical and numerical independent variables, and they are robust to outliers.

The Naive Bayes Algorithm was trained using the Titanic dataset, which includes information on the demographics, ticket class, and cabin number of the 1,146 passengers on board. The algorithm was trained to learn the relationships between these factors and the chances of survival for each passenger. Once the algorithm was trained, it was used to make predictions on the survival rates of the passengers in the dataset, based on the factors it had learned. Naive Bayes is particularly useful in this case because it is simple, efficient, and easy to implement, it works well with a small amount of data, and it can handle both categorical and numerical independent variables.

The Random Forest Algorithm was trained using the Titanic dataset, which includes information on the demographics and ticket class of the 1,146 passengers on board. The algorithm was trained to learn the relationships between these factors and the chances of survival for each passenger. Random Forest is particularly useful in this case because it is a powerful algorithm that can handle high-dimensional and noisy data, it reduces overfitting that often occurs with single decision trees, and it improves the generalization of the model by averaging the predictions of multiple decision trees. The results of our analysis showed that the most important factors that influenced the survival rates of passengers were their ticket class and age. Passengers in first class and children had a higher chance of survival compared to those in other classes and adults. Additionally, the decision tree algorithm had the highest accuracy in predicting survival rates at 80,5%.

**Result Analysis**

*Test and Score*
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Figure 1 - Test and Score

In a machine learning model evaluation, AUC, CA, F1, Precision and Recall are commonly used metrics to measure the performance of the model. These metrics are used to evaluate the test and score of the model in this work.

AUC (Area Under the Receiver Operating Characteristic Curve) is a measure of how well a binary classification model can distinguish between positive and negative classes. AUC ranges from 0 to 1, where a value of 1 represents a perfect model, and a value of 0.5 represents a model that performs no better than chance.

CA (Classification Accuracy) is the proportion of correct predictions made by the model, out of all predictions made. It is the number of correct predictions divided by the total number of predictions. CA is a simple and easy to understand metric, but it is not always reliable, especially when the data is imbalanced.

F1 score is the harmonic mean of precision and recall. It is a balance between precision and recall and it is particularly useful when the data is imbalanced. It ranges from 0 to 1, where a value of 1 represents a perfect model, and a value of 0 represents a model that performs no better than chance.

Precision is the proportion of true positive predictions out of all positive predictions made by the model. It is the number of true positives divided by the total number of true positives and false positives. Precision is a measure of how many of the positive predictions made by the model are correct.

Recall is the proportion of true positive predictions out of all actual positive instances. It is the number of true positives divided by the total number of true positives and false negatives. Recall is a measure of how well the model can identify all of the actual positive instances.

In general, a good model should have a high AUC and F1 score, and a high precision and recall. The ideal values for these metrics depend on the specific problem and the context of the analysis, but in general, values closer to 1 are considered better.

*Confusing Matrix*

![Uma imagem com mesa

Descrição gerada automaticamente](data:image/png;base64,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)

Figure 2 - Confusing Matrix

In this scenario, a confusion matrix is used to evaluate the performance of the machine learning model that is used to predict the survival rates of passengers on the Titanic. A confusion matrix is a table that is used to define the performance of a classification algorithm.

A confusion matrix is a table that contains four different types of outcomes of a binary classification model, true positives (TP), false positives (FP), true negatives (TN) and false negatives (FN).

A True Positive (TP) is an outcome where the model correctly predicted the positive class. A False Positive (FP) is an outcome where the model predicted the positive class, but it was incorrect. A True Negative (TN) is an outcome where the model correctly predicted the negative class. A False Negative (FN) is an outcome where the model predicted the negative class, but it was incorrect.

In the case of the Titanic disaster, the true positive would be the passengers who were predicted to survive and did survive. The false positive would be the passengers who were predicted to survive but actually did not survive. The true negative would be the passengers who were predicted to not survive and actually did not survive. The false negative would be the passengers who were predicted to not survive but actually did survive.

A confusion matrix is a useful tool in this scenario because it allows us to see how well the model is doing at correctly identifying the positive and negative classes, and it also allows us to identify common errors that the model is making. Additionally, it can help to identify patterns in the data that may have contributed to the high death toll, and can inform future research on the topic.

**Conclusion**

This job proposal was a challenging and time-consuming task, as it was our first interaction with machine learning and the Orange toolset. Despite the difficulties encountered during the process, we were able to gain valuable knowledge and experience working with these powerful tools. We had to familiarize ourselves with various machine learning algorithms such as neural networks, logistic regression, decision trees, Naive Bayes, and random forest, and understand how to apply them to the Titanic dataset. Additionally, we had to learn how to use Orange workflow, which required a significant investment of time and effort to master. Despite the challenges we faced, we are grateful for the opportunity to work on this project, as it has greatly expanded our understanding of machine learning and data analysis. We look forward to continuing to develop our skills and knowledge in these areas in the future.
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